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Abstract—Localization of autonomous vehicles in unknown and unstructured GPS-denied environments is still a relevant and major research challenge in the field of Robotics. Applications of such research can be found in search and rescue missions and connected vehicles, where multiple robots need an efficient solution for simultaneous localization through multi-sensor integration so that they can effectively cooperate and coordinate tasks amongst themselves. In this paper, we propose a novel method for estimating the position of a WiFi access point in relation to a moving robot. Specifically, we exploit the integration of two sensors: Direction-of-arrival (DOA) of WiFi signals and the robot’s odometry and combine them with Gaussian probabilistic sampling in a Particle Filter framework. We evaluate the proposed method in terms of accuracy and computational efficiency through extensive trials on datasets gathered from real-world measurements with mobile robots and compared our method against standard approaches. The results demonstrate superior localization accuracy (up to 3x improvement) and capability for most practical applications.
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I. INTRODUCTION

Research on efficient and accurate localization, particularly in real-time, in GPS-denied environments, is a very pertinent problem in the field of Robotics [1]. It is well known that GPS signals can be unreliable due to distortions such as walls or weather changes that can result in errors measured in tens of meters [2]. Therefore, GPS data can be quite imprecise when using it as a tool for accurately localizing several robots [3], which makes it unsuitable to be used independently for inter-vehicle localization in real traffic conditions [4].

On the other hand, researchers have focused on alternative technologies such as expensive laser-based ranging systems to obtain accurate localization within a small region. Out of these alternatives, commodity radio and WiFi-based localization have been prominently studied, especially in indoor environments, because of the inexpensive nature of this sensing medium and its extended range [5]. Specifically, consistent improvement of 802.11 WiFi network standards and protocols, including 802.11p for vehicular environments, has led to vast amounts of research on the topic of WiFi signal localization using methods such as machine learning, fingerprinting, and probabilistic frameworks [6], [7], [8]. Efficient solutions to these problems are vital, as there are many potential and new applications of WiFi Access Point (AP) localization [9].
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Fig. 1. Illustration of a one-step PF update process using our proposed AP localization method based on Gaussian probability over DOA of RSS.

Many existing solutions either seek accurate offline estimation approaches or real-time self-estimation of a robot’s position through multi-sensor integration and the use of AP(s) [10]. Methods that perform online localization of WiFi AP require either dedicated infrastructure with multiple beacons or multiple (sometimes, expensive) sensors spatially distributed in the environment [11]. Both of these assumptions cannot be used in a realistic real-time localization of APs in the V2X scenario, where there is a need for accurate online localization of radio sources, especially in cases of cooperation among connected vehicles or for collision warning systems without dedicated or expensive infrastructure [4].

In this paper, we propose a new method to perform AP (radio source) localization using a mobile robot by exploiting the integration of a mobile robot’s odometric sensor and Received Signal Strength Indicator (RSSI) data of WiFi signals (acting as another sensor). Specific contributions include fusing the robot’s trajectory information from the odometry and the Direction of Arrival (DOA) information from RSSI to estimate the probability of candidate AP locations through a Gaussian probabilistic approach for resampling. This is then coupled with a novel Particle Filter (PF) based framework to estimate AP location (to which the mobile robot or a connected vehicle is connected) for achieving a balance between real-time efficiency and superior accuracy of online localization. An illustration of the proposed PF method is shown in Fig. 1. Our method is compared against standard approaches on open real-world datasets of indoor RSS measurements [12], [13].

II. RELATED WORK

Literature in localization using radio signals is diverse. Some work deals with localizing the AP (radio sources), while most work focuses on the localization of the robots or vehicles (self-localization). Here, we specifically look at locating a single robot in relation to one or more WiFi AP(s) or vice versa. Given that the indoor environment is more challenging than the outdoor line of sight scenarios, we concentrate our attention on indoor localization methods, which, once proven, can be easily extended to outdoor situations. Most methods exploiting radio signals use the RSSI metric, which produces localization errors in the order of a few meters [14], [15], [16].

Most works use Bayesian estimation techniques such as Kalman Filters or PF. In [10], the robot localization is achieved using a fusion of GPS, Odometry, and RSSI values. Several works use a combination of online and offline approaches. For instance, in [6], the authors propose to build a WiFi mapping of the environment using Gaussian Processes with RSS from a single AP and then localize the robot within the WiFi map. They also show that WiFi localization performed consistently better than typical LIDAR and Camera-based data demonstrating the superior strengths of WiFi signals as localization means. In [11], localization of a robot is performed using RSS data from multiple APs and a combined approach of offline learning and online PF. This method achieved a few meters of localization accuracy. [7] employs a similar approach. In general, methods like random forests and fingerprinting based offline machine learning methods are more appropriate in environments with multiple WiFi APs [17], [18].

A robot could also utilize DOA estimations of the RSS signal [19]. One needs at least two DOA estimations to approximate the location of the WiFi signal source. Approaches that exploit DOA (or gradient directions) of RSS data have been demonstrated in large environments with the ability to control the robot’s trajectory [20] or applying spatial correlation techniques to generalize the DOA information within a discrete space grid of the sampled trajectory [21], [22]. They provide DOA estimation accuracy in the order of 25-35 degrees and can work well in outdoor or line of sight conditions.

The literature review suggests that an accuracy close to 1 m or sub-cm level is required for reasonable WiFi localization systems [1], [23], [4]. Previous approaches typically use combinations of filtering, fingerprinting, maximum likelihood, and least-squares methods to obtain location estimates. We depart from previous approaches by calculating Gaussian probability-based likelihood based on the errors in RSS DOA measured along robot’s path and the AP location is dynamically estimated using a PF, which are multi-hypothesis, multi-modal, global estimation algorithms, to achieve a balance between both accuracy requirements and efficiency for online operation. Therefore, when added with motion models of an AP, we can accommodate the localization of a moving AP as well.

We compare our method with standard approaches such as Weighted Centroid Localization (WCL) [24] and Maximum Likelihood (ML) over DOA [25], [15] in a fair setting.

III. PROPOSED APPROACH

Problem Statement Consider a mobile robot connected to a fixed WiFi AP. The robot records its path along with DOA of RSS measurements as the tuple: $m_l = \{x_l, y_l, DOA_l\}$, $l = l, l-1, \ldots l-M$, where $(x_l, y_l)$ is the location of the robot at location $l$ and $M$ is the number of previous samples considered along the completed path trajectory so far. The problem is to find the best estimate of the AP location $(x_{AP}, y_{AP}) \in \mathbb{R}^2$ which maximizes the probability of observing the measurement tuples when AP is at the estimated location $P(x_{AP}, y_{AP} | m_1, m_2, \ldots, m_{l-M})$, given that we employ an arbitrary method to estimate DOA from RSS values.

Our solution to the localization of a WiFi AP in relation to a moving robot employs Gaussian probability calculations using DOA estimates, which are used to weight the particles in a particle filter and ultimately produce an accurate AP location estimate. Firstly, let us look at how DOA will be calculated at a particular location. There are a number of ways to calculate DOA; one particular approach we employ from [12], [26] uses the central finite difference method on RSS measurements from WiFi antennas placed at the corners of a mobile robot. RSS can be modeled as a vector with two components and the gradient with respect to the center of the robot can be represented as $\vec{g} = [g_x, g_y]$. Using the central finite difference method [27], the gradient can be calculated as follows:

$$g_x = \frac{R_{UR} - R_{UL}}{2\Delta_{SX}} + \frac{R_{LR} - R_{LL}}{2\Delta_{SX}}, \quad (1)$$

$$g_y = \frac{R_{UR} - R_{LR}}{2\Delta_{SY}} + \frac{R_{UL} - R_{LL}}{2\Delta_{SY}}. \quad (2)$$

Here, $\Delta_{SX}$ is the distance between an antenna and the center of the robot on the x-axis, $\Delta_{SY}$ is the distance between an antenna and the center of the robot on the y-axis, and $R_{UR}$, $R_{LR}$, $R_{UL}$, and $R_{LL}$ are the RSS values at the upper right, lower right, upper left, and lower left receivers, respectively on the mobile robot, measured at the current path location. These values must be adjusted to take into account the current orientation of the robot $\theta_t$.

$$DOA_l = \arctan\left(\frac{g_y}{g_x}\right) + \theta_t \quad (3)$$

This gives us the DOA of the WiFi signal at path location $l$ using the RSS gradients. There are several other ways to estimate the DOA from RSS measurements, mainly based on spatial correlation [20], [21], [22].

To reduce the noise that comes with this estimated DOA calculation because of inherent noise and fluctuations in the RSS, we use an exponential weighted moving average (EWMA), which uses a fixed size window of previous path locations where data was collected. Therefore, the Filtered DOA at a path location $l$ with $K-1$ previous path locations included in the window can be written as

$$DOA_l = \frac{1}{0.99^0 + 0.99^1 + \ldots + 0.99^{K-1}} \times \sum_{n=0}^{K-1} 0.99^9 \times DOA_{l-n} \quad (4)$$

These values must be adjusted to take into account the current orientation of the robot $\theta_t$. The DOA of the WiFi signal at path location $l$ using the RSS gradients. There are several other ways to estimate the DOA from RSS measurements, mainly based on spatial correlation [20], [21], [22]. To reduce the noise that comes with this estimated DOA calculation because of inherent noise and fluctuations in the RSS, we use an exponential weighted moving average (EWMA), which uses a fixed size window of previous path locations where data was collected. Therefore, the Filtered DOA at a path location $l$ with $K-1$ previous path locations included in the window can be written as

$$DOA_l = \frac{1}{0.99^0 + 0.99^1 + \ldots + 0.99^{K-1}} \times \sum_{n=0}^{K-1} 0.99^9 \times DOA_{l-n} \quad (4)$$
The actual DOA (ADOA) from a potential candidate AP location, with coordinates \((x_c, y_c)\), to the robot’s current location, with coordinates \((x_r, y_r)\), is calculated as follows:

\[
ADOA_l = \arctan\left(\frac{y_r - y_c}{x_r - x_c}\right).
\]  

Equation (5)

We can then obtain the error between the estimated and actual DOAs for a candidate AP location at \((x_c, y_c)\).

\[
err_l^c = ADOA_l - \bar{DOA}_l.
\]  

Equation (6)

Now we can use a Gaussian probability formula (similar to [28]) to calculate the probability of the \(i\)th candidate AP location in the particle \(q_i = (x_i, y_i, w_i), i \in (1, \ldots, N)\), where \(N\) is the number of particles in the PF and \(w_i\) is the weight of each particle calculated over a set of previous path samples as

\[
w_i \propto P(q_i) = \prod_{k=0}^{M-1} \left[ \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(err_l^c)^2}{2\sigma^2}} \right].
\]  

Equation (7)

Each estimated DOA measure has an intrinsic angular error. The variance of this error is represented as \(\sigma\), which is assumed to be known as we know the accuracy of the method being employed to estimate the DOA. We take the product of the Gaussian probability of the error of DOA over \(M - 1\) previous path locations of the robot (imitating spatially distributed samples) so that the filtered DOA estimates from previous path locations can be used in an equivalent manner as readings from multiple sensors. This product of the DOA probability is used as the weights of the particles in the PF, which is then used in the resampling procedure in the next iteration of the PF step.

The particle filter generates initial hypotheses with a uniform sampling of candidate AP locations across the environment using a bound around the current robot location. The Gaussian probability is calculated for each unique particle being the signal source. The particles are then assigned weights equivalent to their probability, and the weights \(w_i\) are normalized as

\[
w_i^* (q_i) = \frac{w_i (q_i)}{\sum_{i=0}^{N-1} w_i (q_i)}.
\]  

Equation (8)

The probability that a particle from this set of particles is regenerated is based on this normalized weight. The particle with the highest weight is the new best estimate of the WiFi AP. This process is continued until either there is only one unique particle remaining or there are no new samples. Note the PF is iterated for every new measurement tuple. The pseudo-code of the process is depicted in Alg. 1.

IV. EXPERIMENTAL VALIDATION

Validation of our solution was done using seven datasets containing temporal information, positional information, and RSS values measured at five antennae, four of which we have mentioned previously and a central antenna. All of the datasets have the WiFi AP placed at the same location (9,0), in relation to the robot’s starting position (0,0). They contain readings from a robot traversing the same indoor environment in different trajectories. These datasets are obtained from data gathered during our previous research [20], [12], and parts of this dataset are publicly available as part of [13] (Dataset 1 in this paper). The rest of the datasets are also released in Github (see Sec. I).

The environment is a 20-meter x 26-meter indoor office hall with multiple rooms. The frequency of sampling on the robot is around 5Hz. Fig.2 shows the robot trajectories in these seven datasets. In the last two datasets (Dataset 6 and Dataset 7), the robot does not move in the x-y plane, but instead, the robot spins on its location for a few minutes.

We implement comparison algorithms such as the Maximum Likelihood (ML), which uses the DOA error for the expectation minimization of the MSE and the Weighted Centroid Localization (WCL), which uses the RSS measurements in their weight calculation of weighted centroid estimation

\[
w_l = \sqrt{(10^{RSS_l/10})^g} \]  

with \(g = 2\). The \(w_l\) for each path location \(l\) is then normalized and used to estimate AP location as

\[
[w_{\text{wcl}}, y_{\text{wcl}}]^T = \left[ \sum_{l=1}^{M} w_l [x_l, y_l]^T \right].
\]  

For WCL, \(M\) covers all samples (run over the entire dataset containing all path locations because of the nature of this algorithm). Except for WCL (since it is deterministic), we run 100 trials per algorithm - ours (PF) and ML for each dataset. From this, we obtain AP estimates for each probabilistic method per trial. We then calculate Root Mean Squared Error (RMSE) and standard deviation (std) calculated across the trials.

Before comparing the localization accuracy, we first set the important parameters of our PF method. These parameters are the number of particles \(N\) in the PF, the number of previous

<table>
<thead>
<tr>
<th>Algorithm 1: PF Localization of AP using RSS DOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Pr = []) % Initial List of Particles in the PF</td>
</tr>
<tr>
<td>for (n = 1) to (N) do</td>
</tr>
<tr>
<td>(\text{sample } x_0 \text{ from prior distribution } P(X_0);)</td>
</tr>
<tr>
<td>(\text{add } x_0 \text{ to } Pr;)</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>while data stream tuple (m_t) does not end do</td>
</tr>
<tr>
<td>(\text{sample } x_t \text{ from the transition model } P(X_{t+1}</td>
</tr>
<tr>
<td>(X_{t+1} = X_t ) % motion model of fixed AP</td>
</tr>
<tr>
<td>(W = []) % initialize weights;</td>
</tr>
<tr>
<td>for (x_{t+1}) in (Pr) do</td>
</tr>
<tr>
<td>(\text{add } P(C_{t+1}</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>(Rr = []) % particles re-sampling;</td>
</tr>
<tr>
<td>for (n = 1) to (N) do</td>
</tr>
<tr>
<td>(\text{Choose } p = Pr[m]) with probability (W[m])</td>
</tr>
<tr>
<td>(\text{where } 1 &lt; m &lt; N;)</td>
</tr>
<tr>
<td>(\text{add } p \text{ to } R;)</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>(Pr = R;)</td>
</tr>
<tr>
<td>(x_t^* = x_t \in Pr \text{ where } w_l(x_t) \text{ is max}(w_l);)</td>
</tr>
<tr>
<td>(% \text{ choosing the max weighted particle as the best AP location estimate.})</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>
path locations $K$ to use for filtering the DOA values, and the number of previous path locations $M$ to use for the Gaussian probability calculation in Eq. (7).

First, we attempt to obtain an optimal value for $K$ by obtaining the number which yields the least average circular error between estimated DOA and actual DOA over all path locations for dataset 1. The circular average error for a dataset with $N$ timesteps is then calculated as follows:

$$error_{circ} = \arctan\left(\frac{\frac{1}{N}\sum_{n=1}^{N}\sin(error)}{\frac{1}{N}\sum_{n=1}^{N}\cos(error)}\right)$$ (9)

For each timestep, the actual DOA, the angle from the actual WiFi AP location to the current path location, is calculated. The error is merely the absolute value of the difference between the actual DOA and the estimated DOA EWMA. Fig. 3(a) presents the impact of $K$ on the DOA estimation accuracy on Dataset 1. The best value for $K = 100$ (beyond which there is no improvement in DOA error), which is chosen to be used in the rest of the evaluations.

Second, we determine $N$ - the number of particles in the PF. Over 100 runs, the average absolute localization error of the WiFi AP estimation from the ground truth WiFi AP location is calculated. Fig. 3(b) shows that the lowest average localization error is obtained when the number of particles $N = 400$. This is the value set for all future evaluations.

Finally, we move on to determining a good number of previous samples to use for Gaussian probability calculation in Eq. (7). Setting the other parameter values, we calculate the average error of the Wi-Fi AP estimation from the actual Wi-Fi AP location over 100 runs. Fig. 3(c) shows that the lowest localization error is achieved when the number of previous samples $M = 20$. We will use these parameter values to evaluate the program performance on different datasets and to compare to standard methods.

V. RESULTS AND DISCUSSION

Table I presents the results of the comparison of our approach with others in terms of localization accuracy. It is important to remember that the parameter values for PF were “optimized” only on dataset 1. We now interpret these results obtained from running the programs on several datasets to assess how well our program performs with other trajectories (paths of the robot in the environment) and against other localization methods. Note that all of these trajectories are still in the same environment.

Once again, RMSE for localization error (m) and standard deviation of errors over 100 runs are used to evaluate the performance of the algorithms, with the exception of WCL, which is deterministic. Datasets 1-7 in Table I are representative of the errors of actual datasets. “All” shows the average results of the algorithms for combined datasets 1-7.

In general, our PF approach provides superior meter-level localization performance and produces significant accuracy improvement up to 3x to that of other compared methods. For all datasets other than 1, the localization RMSE for the PF approach is significantly higher than for the Dataset 1. This makes sense intuitively as the parameters were optimized for only that dataset. However, we can see that the localization RMSE of 1.369 m on combined datasets obtained by our PF approach is competitive with the de-facto benchmark of around 1 m localization accuracy. It is also important to remember that although this program is being run on recorded datasets currently, it could easily be adapted for real-time localization.

If multiprocessing is added in order to calculate Gaussian probability in parallel for all particles, this program could be easily adapted to work in real-time. Currently, without multiprocessing, the program achieves real-time speed for completing an iteration (0.2 seconds) in 4-5 timesteps. To adapt the current approach for real-time needs, a queue could be created for timesteps that need to be processed, and within around 20 timesteps, the queue would be clear, and the program would be caught up with the current timestep.

In contradistinction to ML, PF and WCL can produce results in real-time. ML localizes after the stream of data has ended, so it cannot be done in real-time. ML performs comparably to PF for the first three datasets, but significantly worse for
Fig. 3. Estimation of the parameters in the proposed PF localization approach. Best values are $K = 100$, $N = 400$, and $M = 20$. These parameter values are optimized based on the analysis of Dataset 1.

Fig. 4. Consistency of Wi-Fi AP estimates using our PF approach over the iterations (one iteration per every new sample arrived) averaged over ten runs on Dataset 1. The intensity of the estimated location signifies the frequency of that estimation. Note, the ground truth location of the AP is (9,0).

the others. Both algorithms (ML and PF) use DOA error, but the latter has the advantage of using PF based on Gaussian probability. This allows PF to iteratively generate particles from an initial set with likelihood proportional to probabilities.

WCL performs the worst out of the three approaches. This is because the algorithm is heavily biased by the path of the robot. The robot does not venture near the AP often in the datasets, and thus, the WCL algorithm performs very poorly.

The PF algorithm using the Gaussian probability of DOA error clearly enjoys the benefit of not being biased by robot path. The PF method was able to localize as soon as the robot covered a few meters of area in the environment, whereas other methods would need extensive sampling of the environment. For instance, in Dataset 1, the PF approach achieved the unique particle (converged to single AP location candidate) within 100 to 200 samples, which correspond to the first four meters of the robot’s path. Fig. 4 shows the consistency of PF estimation.

Further, consider the Datasets 6 and 7, where the robot does not explore the environment (no movement in x-y plane) but only spins on its origin location. Obviously, the ML and WCL algorithms failed to localize the AP due to insufficient sampling. But, the PF algorithm consistently resulted in good localization accuracy (around 1.45m) because of the use of the reliable DOA measurements and iterative PF updates.

Additional advantages offered by our PF approach include the ability to localize an AP without needing to know the wireless channel parameters. Furthermore, the multi-hypothesis PF approach allow us to achieve global localization, thereby supporting moving AP cases (where the AP itself is on another robot for example) and in kidnapped robot problems.

One may ask how this approach will yield fruitful advances in the localization of a robot or multiple robots themselves, as the paper’s scope is limited to the localization of a WiFi AP. Upon localization of the WiFi AP w.r.t the robot, the robot can self-localize if the AP location is known in a global coordinate frame. In a multi-robot context, applications of WiFi DOA estimation and localization include consensus control and building connectivity graphs.

Further testing could be done for our PF approach to determine if it could benefit from an alteration of the distribution of particle probabilities such that a small portion of the particles with lower probability may have a higher chance of propagation (in resampling) than they would based solely on normalized probability. That is, to add random injections of particles with lower weights to add diversity to the particles and avoid bias in the results.

In our implementation, we currently set a resolution of 1 m grid in the environment to search for candidate AP locations. This grid spacing could be made finer; perhaps this could reduce the localization error. To improve the estimates of optimal parameters for both numbers of previous timesteps, this should be done with experimentation across a variety of trajectories in multiple environments. There could be an interesting pattern between certain aspects of an environment and the optimal values for these parameters. We plan to exploit these avenues for further work.

Ultimately, the goal of this research is to construct a localization algorithm for the simultaneous, real-time localization of multiple robots. We find that the results we obtained in this paper are fairly promising, and the localization method is already competitive with the benchmark. With further experimentation and improvements as suggested, the localization accuracy should only improve and be able to be applied to more realistic scenarios and multi-robot systems.
VI. SUMMARY

In this paper, we have proposed a novel solution for the localization of a single WiFi AP in relation to a moving robot. The solution uses a particle filter that generates several points/hypotheses over the environment. For each of the particles that represents a candidate AP location, the Gaussian probability of the point being the source is calculated by using the error between the estimated DOA, obtained through RSS measurements, and the actual DOA. The particle with the highest probability is assigned to be the current estimate of the WiFi AP location. When the program reaches the end of the input data, or there is only one unique particle left, the program returns the current estimate of the WiFi AP location and terminates. Our results show an average error of 1.369 m in the indoor environment based on real-world datasets from our previous studies. Our PF algorithm demonstrates significantly better accuracy than the weighted centroid localization and maximum likelihood algorithms.

Further experimentation in both simulated and real environments is essential to make more substantial claims about the performance of the solution. Furthermore, we plan to improve the real-time performance of our method by using multi-processing in calculating the probability for each particle or by creating a queue for iterations. Simulations will allow for better estimates of optimal parameters for the program in a given environment. Hierarchical particle filtering, by iteratively increasing fineness of grid lines, also seems to offer improvements in localization accuracy. Overall, these results show that the proposed PF approach using Gaussian probability for DOA errors should be explored further, and the results we obtain are promising for its application in multi-robot localization and connected vehicle scenarios.
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